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INTRODUCTION

How should one manage his beef calves? This is a question that
cow-calf producers are frequently faced with. Should they wean their
calves prior to sale? If so, when should they perform this management
practice? They are also faced with decisions on creep feeding, when to
dehorn and castrate, and a host of other management decisions. The use
or nonuse of certain management practices and the timing of these
practices have an effect on the calf's sales weight and how it performs
after the sale. Also, the producer must decide whether these practices
are profitable for him. This paper attempts to help the producer to
economically evaluate a preconditioning calf program to answer these

questions.

Background Information

The data that are used by this paper came from a study conducted
from 1978 through 1980 by the Iowa State University Animal Science
Department. One of its objectives was to study how various management
and health practices at or around weaning time would affect the calf's
weight gain. The site of this study was the Rhodes Beef Ranch at
Rhodes, Iowa.

Uncastrated male calves were assigned to the study in September
with 148 calves in 1978, 116 calves in 1979, and 160 calves in 1980.
These calves were born in a 60 day period which started around March 10
and ended May 10. In September, they were randomly assigned to a

treatment group, but care was taken so that there was at least one calf



of each breed cross in each treatment group.

There were four main treatment effects analyzed in the study. They

were:
1. Weaning calves 42 days prior to sale time or wean the day of
sale
2. Creep feeding calves versus noncreep feeding
3. Vaccinate and grub treat 28 days prior to weaning or one day
following weaning
4, Castrate and dehorn(if needed) 28 days prior to weaning or
one day following weaning
This experimental design led to 16 treatment groups for all possible
combinations or a 24 factorial design. The creep feeding was replicated
so there were creep fed calves in two pastures and noncreep fed calves
in two pastures. Also, all treatment combinations were placed in each
pasture to avoid any complications due to pasture differences.

To give the reader a clearer understanding of the experiment, all
of the possible treatment combinations are listed in Table 1. These
treatments are based on a December 13 sale date. All of an animal's
vaccinations and grub treatments were given together, and its dehorning
and castration were also performed together.

The conclusion reached by this study was that the calves who had
all of the surgical operations, and received their vaccination and grub
treatment 28 days before weaning gained more weight than the calves
receiving these treatments later. They also found out that creep

feeding the calves leads to heavier calves at sale time. Also, if a



TABLE 1. Treatment Combinations
Weaned November 1, 42 Days Before Sale
Date of Activity

Group Vacc. & Grub Cast & Dehorn Creep feed
(; October 4 October 4 Sept. 23 - Nov. 1
2 October 4 November 2 Sept. 23 - Nov. 1
3 November 2 October 4 Sept. 23 - Nov. 1
4 November 2 November 2 Sept. 23 - Nov. 1
5 October 4 October 4 None
6 October 4 November 2 None
7 November 2 October 4 None
8 November 2 November 2 None

Weaned Day of Sale, December, 13
Date of Activity

Group Vacc. & Grub Cast & Dehorn Creep feed
1 November 15 November 15 Sept. 23 - Dec. 13
2 November 15 December 14 Sept. 23 - Dec. 13
3 December 14 November 15 Sept. 23 - Dec. 13
4 December 14 December 14 Sept. 23 - Dec. 13
5 November 15 November 15 None
6 November 15 December 14 None
7 December 14 November 15 None
8 December 14 December 14 None




producer is not creep feeding, the earlier weaning, vaccination and grub
treatment, and castration and dehorning also led to a larger sale

weightl.
Scope

This paper economically evaluates a preconditioning calf management
program that incorporates the main treatments in the Animal Science
study. First, a model is developed to estimate the weight gain effects
of different management practices. This is necessary because the Animal
Science study used an Analysis of Variance (ANOVA) statistical procedure
which deals with differences in treatment means. This paper is
concerned with how all of the treatments affect the overall weight gain
of an animal so a least squares regression procedure is used. Secondly,
a breakeven analysis is performed to determine whether the use of the
management practices are economically justified. This paper is going to
analyze these effects from the standpoint of a producer and seller of

calves.

! For more complete information on this study, refer to: A.S.

Leaflet R329, Iowa State University Cooperative Extension Service, Ames,
Iowa, December, 1981.



ECONOMIC MODELS

Weight Gain Model

To estimate the effects that certain calf management practices have
on weight gain, one must first develop an economic model. In the
economic model, one tries to determine which variables should be
included in the model. The inclusion of a variable is usually based on
economic and biological principles, experimental reasons, and any other
knowledge that one may possess about the situation being modelled. It
is through the use of this framework that the economic model is
developed.

In developing an economic model, one must first determine what is
the dependent variable. Since this paper is interested in evaluating
how different preconditioning management practices affect a calf's
weight gain, a weight gain variable is used as the dependent variable.
This weight gain variable is measured as the weight gain from September
23 to the sale date, December 13. The starting date of September 23 is
used because that is the date when the different treatments began.

With the dependent variable determined, one needs to develop a set
of independent variables which affects the dependent variable. Since
this paper is interested in the affect of weaning, creep feeding,
vaccination and grub treatment, castration and dehorning, and their
timing on weight gain; there should be a variable for each of these
treatments. These variables should capture whether the practice is

performed or not and the timing of the practice. With the experiment



taking place over a time period of three years, variables need to be
included to account for any year effects. These variables should
capture any environmental differences such as weather, pasture
conditions, etc. that occurred among the years. There also needs to be
a replication variable included because calves were creep fed or
noncreep fed in two different pastures each year. This variable
accounts for any differences between the pastures within each year.
Variables need to be included to account for the different frame sizes
of the calves. This is because the Animal Science study explicitly
included calves of different frame sizes to see how they responded to
the main treatments. There were three frame size groups, large, medium,
and small, defined in the Animal Science study and this paper uses these
same groups and definitions. A calf is classified in the large frame
size group if its sire was a large Angus or a large Simmental bull, and
its dam was a large female of mixed breed. A medium frame size calf was
sired by a large Jersey, average Angus, or small Simmental bull, and its
dam was a medium sized female of mixed breed. A small frame size calf
was sired by a small Angus or small Jersey bull, and its dam was a
smalled sized female of mixed breed. The last two variables that need
to be included are: age of dam at birth, and the age of the calf at
sale date. The age of dam variable is used because calves from heifers
or young cows, and from older cows may not perform as well as calves
from cows that are at the peak of their reproductive capabilities.

Also, an older calf at sale date should have gained more weight than a

younger calf. Now the economic model can be specified in a general



form: Weight Gain = f(weaning, creep feed, vaccination and grub
treatment, dehorning and castration, year effects, replication effects,
frame size of calf, age of dam, and age of calf at sale date). It
should be noted here that a calf's genetic makeup also effects its
weight gain but it is impossible to measure such a variable.

Now that the relevant variables are determined, one needs to think
about whether there are any interaction effects between variables. For
example, would performing all surgical operations (castration and
dehorning) and vaccinations at the same time affect the calf's weight
gain? If so, then there is an interaction between dehorning and
castration, and vaccination; and an interaction variable is included.
Since it does seem plausible that there may be some interaction effects,
the weight gain model includes interactions between the following
variables:

1. replication and creep feed

2. creep feed and weaning
3. creep feed and dehorning-castration
4. creep feed and vaccination

5. creep feed and age of dam

6. weaning and dehorning-castration

7. weaning and vaccination

8. weaning and age of dam

9. dehorning-castration and vaccination
The inclusion of these variables allows for nonlinear affects to be

included in the model. The exact meaning of these interaction variables



becomes apparent when the independent variables are defined. Also, it
should be noted that only one-way interactions are included in the
model. This is based on consultations between Dr. Daryl Strohbehn, Dr.
George Ladd and the author where Dr. Strohbehn suggested which
interactions he thought should be included based on his work with the
project.

It is appropriate at this point to define the variables of the
weight gain model before going on to other topics. This is to enhance
the reader's understanding of the previous discussion. The variables
are defined as follows:

WG(1)

weight gain of the ith animal
= WS(i) - WB(1i)
WS(i) = weight of ith animal at sale date

WB(i) = weight of ith animal at 160 days (Sept. 23)

RP(i) = 0 if ith animal is in replication 1
= 1 if ith animal is in replication 2

Y2(i) = 1 if ith animal is observed in year 2 of experiment(1979)
= 0 otherwise

¥3(i) = 1 if ith animal is observed in year 3 of experiment(1980)
= 0 otherwise

CR(i) = 1 if ith animal is creep fed
= 0 if ith animal is not creep fed

W(i) =1 if ith animal is weaned 42 days before sale date

= 0 if ith animal is weaned at the sale date

DC(i) = 1 if ith animal is dehorned and castrated 28 days before



V(i)

M(1)

L(i)

D(i)

c(i)

1}

"

CRRP(1i)

CRW(1)

CRDC(i)

CRV(i)

CRD(1i)

weaning

0

if ith animal is

weaning

1

0

1

0

if ith animal is

if ith animal is

if ith animal is

otherwise

if ith animal is

otherwise

dehorned and castrated 1 day following

vaccinated 28 days before weaning

vaccinated 1 day following weaning

in the medium frame size group

in the large frame size group

age of dam at birth of ith animal

age of ith animal at sale date

interaction between replication and creep feed

RP(i) * CR(1)

1 if RP(i) = 1 and CR(i) =1

0 otherwise

interaction between creep feed and weaning

CR(1i) * W(i)

interaction between creep feed and dehorn-castrate

CR(i) * DC(i)

interaction between creep feed and vaccination

CR(1i) * v{i)

interaction between creep feed and age of dam

CR(i) * D(1)

D(i) if CR(i) =1

0 otherwise
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WDC(i) = interaction between weaning and dehorn-castrate
= W(i) * DC(di)
WV(i) = interaction between weaning and vaccination
= W(i) * v(i)
WD(i) = interaction between weaning and age of dam
= W(i) * D(1i)
DCV(i) = interaction between dehorn-castrate and vaccination

DC(i) * V(i)

Thus the model is written as follows:

(1) WG(1i) = By + B4RP(i) + B,¥2(1i) + Ba¥3(i) + B4CR(i) + BgW(i) +
BeDC(1) + B,V(i) + BgM(i) + BoL(i) + ByoD(i) + By,C(i) + By,CRRP(i) +
B,3CRW(i) + B,4CRDC(i) + BysCRV(i) + B,gCRD(i) + B;,WDC(i) + B gWV(i) +
BioWD(1i) + B,,DCV(i) + U(i) where the B are unknown parameters and U(i)
is a random error term.

So by using dummy variables, one can easily define variables which
capture the performance and timing of the management practices. The
dummies representing the management practices capture the linear effect
of the practices on weight gain. This is shown by using creep feeding
as an example. If an animal is creep fed and no other practices are
performed by the producer (also all other dummies are assumed to equal
zero) then E(WG(i)|CR(i)=1, all other dummies = 0) = B, + Bgs + B, D(1) +
B11C(i). This can be rewritten as B, = E(WG(i)|CR(i)=1, all other
dummies = 0) - E(WG(i)|all dummies = 0) which says that B, is the
experimental effect of creep feeding when none of the other management

practices are performed; all other dummies being zero. Also, it should
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be noted that B, is the intercept term when all of the dummy variables
in equation (1) are equal to zero. The definitions of the dummy
variables also allow one to look at the effect that certain combinations
of practices (interactions) have on weight gain. These interactions
allow for any nonlinear effects to be incorporated in the model. For
example, the interaction term CRW(i) looks at the effect of creep
feeding, and weaning the calf 42 days before sale date (because if
CRW(i)=1 then CR(i)=1 and W(i)=1). Thus E(WG(i) |CR(i)=W(i)=CRW(i)=1;
all other dummies =0) = B, + B4 + Bs + By3 + By,D(i) + By4C(1), and B, +
Bs + B3 is the effect of creep feeding and weaning 42 days before sale
when no other practices are performed. So the existence of the
interaction added B,; more to weight gain than the linear effects of the

practices added.
Breakeven Model

The breakeven model looks at economic returns from performing
certain combinations of the management practices. A management practice
is profitable if the total revenue received from the treated calf
exceeds the total revenue obtained from the untreated calf plus the cost
per calf of the specified practice. This can be stated more formally
and concisely by the following expression:

(2) Pp(3) Wa(3) 2 Py(3) W, (3) + CM(3)
where: M(j) =management practice or combination of practices
under consideration

W,(j) =weight of calf at sale date if M(j) is employed
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W,(j) =weight of calf at sale date if M(j) is not employed

P,(j) =selling price per cwt. if M(j) is employed

P,(j) =selling price per cwt. if M(j) is not employed

CM(j) =per calf cost of M(Jj)
To determine the breakeven price of a specifed combination of management
practices, expression (2) is rewritten as:
(3) Py(3) 2 [Py(3) Wy(3) + CM(3)1/W,(3)
Thus in order to compute a breakeven price for a specified combination
of management practices, one needs to know P,(j), W,(j), W,(j), and
CM(j). Values for W,(j) and W,(j) are estimated from equation (1) but
values for P,(j) and CM(j) need to be determined from other sources.

Since the price of calves varies over time and regional area, it
seems logical to specify a range or distribution of prices for animals
not receiving any of the specified management practices (P,(j)). This
eliminates the need to statistically estimate a value for P,;(j), which
would probably be difficult to accomplish with any accuracy. Also, by
using a distribution of prices a sensitivity analysis is incorporated
into the model. Thus, a producer can look at how much the breakeven
price changes due to a change in P,(j).

The costs of the different management practices, CM(j), are
estimated from the data in the Animal Science study, estimated weight
gain coefficients, and veterinarian fees. Creep feeding costs are
determined by multiplying the pounds of gain attributable to creep
feeding by the pounds of creep feed per extra pound of gain by the

estimated cost per pound of the creep feed. The pounds of gain
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attributable to creep feeding are obtained from the estimated
coefficients of the weight gain model. For example, if the calves are
creep fed only, then B, from equation (1) is the weight gain
attributable to creep feeding. If the calves are weaned 42 days before
sale and creep fed, then the weight gain attributable to creep feeding
is B4 + B;3 and so on. The creep feed conversion rates used in this
paper are listed in Table 2. Castrating, dehorning, vaccination and
grub treatment costs are estimated from veterinarian fees for these
treatments. Here again, the cost of creep feed and veterinarian fees
varies over time and area so a range of costs are specified for each
practice or combination of practices. This distribution allows for a
sensitivity analysis to be incorporated for the costs. The distribution

of veterinarian fees used in this paper are listed in Table 3.

It should be noted here that the producer can perform the practices
himself instead of having a veterinarian perform them and save on
veterinarian costs. But in order to get a certificate in the Iowa
Preconditioned Calf Program, a veterinarian must administer the
vaccinations. Also, the age at which the calf is dehorned and castrated
in the Animal Science study probably dictates that a veterinarian
perform those operations. Another reason why veterinarian fees are used
is that it is difficult to reasonably estimate the cost of a practice
performed by an individual producer. A producer performing castration
and dehorning himself can determine his costs and use them to determine

his breakeven price using the same procedure presented in this paper.
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TABLE 2. Feed Conversion Rates

Weaned Nov. 1 Weaned Dec. 13
42 Days Before Sale On Sale Date
Time Creep Noncreep Creep Noncreep
Period Fed Fed Fed Fed
Sept.18 12.7 1lbs. 12.7 1bs.
to creep/extra ——— creep/extra -———
Nov.1l 1b. of gain 1b. of gain
a b
Nov.1l G/S  Hay G/S Hay 7.8 lbs.
to creep/extra -
Dec.13 4.3 5.6 4.5 7.2 lb. of gain

a
G/S stands for the pounds of grain and protein supplement for

each pound of gain.
b

Hay stands for the pounds of hay for each pound of gain.

TABLE 3. Cost of Veterinarian Services for One calf

a a
Average Range
Service Cost High Low
Vaccination $3.50 $6.00 $2.50
Grub Treatment 1.00 125 0.75
Dehorning 1.50 3.00 1.00
Castrating 1.50 3.00 1.00

a

These cost averages and ranges were estimated by Dr. Daryl
Strohbehn, Extension Livestock Specialist; and Dr. John B.
Herrick, Extension Veterinarian.
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Some management practices include additional costs beyond the cost
of just performing the practice. If a producer weans his calves before
the sale date, he needs a separate area or facility to put the calves in
after weaning. Thus, there is a facility charge made against the calves
weaned early. Also, the calves weaned early have a higher morbidity
rate and a slightly higher death loss in the Animal Science study. So
there are additional health costs and death losses in the calves weaned
before the sale date. (It should be noted that the difference in death
loss between calves weaned early and the calves weaned at sale date is
not statistically different than zero but it is an added cost that the
producer should consider.) Finally, the cost of not weaning the calves
until sale date needs to be considered. Leaving a large calf on the cow
for a longer period of time may cause a detrimental effect on the cow's
longevity and body maintenance. This leads to a lower cull value and
reproductive rate.

This study explicitly includes estimates for the additional
facility charge and health costs for the early weaned calves. Estimates
for these costs are obtained from Dr. Strohbehn who participated in the
Animal Science study. Additional death loss and cow costs are not
explicitly included because there is no statistical difference in death
loss in the Animal Science study and it is difficult to obtain
reasonable estimates on the costs of leaving a calf on the cow for a
longer period. But, as mentioned previously, these two factors should
be taken into account by the producer in making his decision.

Once a distribution of prices, P,(j), and costs, CM(j), are
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established, a schedule of breakeven prices, P,(j), from equation (3)
can be computed. For example, if there are three different values of
P,(j) and three values of CtM(j), a schedule with nine breakeven values
of P,(j) can be computed as in Table 4 where the values of W,;(3) and
W,(j) are estimated from equation (1). To use this schedule, a producer
selects the values of P,(j) and CM(j) that are appropriate for his
operation and reads across the row to find the value of P,(j) necessary
to break even. If the producer thinks he can obtain a higher price than

the breakeven price, he should use the management practices considered.

TABLE 4. Breakeven Schedule

P,(3) cM(3) Breakeven P,(3)
1) P,(3).1 (i), 1 (Py(3),1W,(3) + CM(]),1)/W,(3)
2) Py(3).2 cM(3),1 (Py(3),2W,(3) + CM(3),1)/Wo(3)
3) P,(3).3 cM(j),1 (Py(3),3W,(3) + CM(3),1)/W,(3)
4) Py(d),1 tM(j),.2 (Py(3),1W,(3) + CM(3),2)/W,(3)
5) P,(3).2 cM(3),2 (Py(3),2w,(3) + CM(]),2)/W,(3)
6) P,(3).3 cM(j).2 (Py(3).3W,(3) + cM(3),2)/W,(3)
7) P,(3).1 CM(3) .3 (Py(3),1W,(3) + CM(3),3)/W,(3)
8) P,(3).2 cM(3),3 (Py(3),2w,(3) + CM(3),3)/W,(3)

9) P,(3),3 cM(j),3 (Py(3),3W,(3) + CM(3),3)/W,(3)
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STATISTICAL MODELS
Weight Gain Model

The weight gain model that is to be statistically estimated is
given in equation (1). This equation can also be rewritten as:

(4) Y=ZXBp + U

where;
r a r |
| WG, | | 1 RPy ¥24...:4- . Dcvy |
Y = | WG, | X=]1 RPs; Y¥Y2;..:5:00 DCV, |
I . I . . <
I'I |- - - . I
| WGn | | 1 RPn Y¥Y2n....... DCVn |
L | L J
(nx1) (nxk)
r 1 r 1
| Bo l | Uy |
B=|31 I u= |1, |
| - I | |
[ | |« |
| B(k-1)] | Un |
L J L 4
(kx1) (nx1)
n sample size

i

k = the number of independent wvariables plus an intercept

Thus, Y is a (nxl) vector of values of the dependent varible WG(i), X is
a (nxk) matrix which contains all of the independent variables as column
vectors, B is a (kxl) vector of unknown, fixed parameters, and U is a
(nxl) vector of unobservable random error terms. This also shows that
the model is linear in the parameters so it is a standard linear model.

Now an appropriate estimation procedure must be developed to

statistically estimate the parameter B of equation (4).
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One possible estimation procedure to use with a model linear in the
parameters and an unobservable random error is ordinary least squares
(OLS). 1In this procedure, the unknown parameters are estimated by:

(5) b = (X'X)"1X'Y
(Note: in this paper all estimates are lower case letters and all
parameters are upper case letters.) This estimator is unbiased and has
the lowest variance of all the possible linear unbiased estimators if
the following assumptions hold:

1. E(U) =0

2. E(UU') = g2I

3. Rank of X is k or |X'X| # O

4. X is fixed and measured without error
To determine if OLS is an appropriate estimation procedure one must
determine if these assumptions seem reasonable. If not, then another
estimation procedure must be developed.

When the independent variables are loocked at carefully, it becomes
evident that the X matrix is not fixed. The age of calf, C(i), appears
to be somewhat stochastic in nature. This is due to the fact that the
experimenter could control the length of the calving season but not the
exact day of birth. Thus, the fourth assumption of OLS is violated
because the X matrix is not fixed.

There is a way to get around the stochastic X matrix problem and
still be able to use OLS. This solution is to use Asymptotic

Distribution Theory and to make some modifications in the first two

assumptions.
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Asymptotic Distribution Theory looks at the properties of the
estimator when the sample size, n, goes to infinity or its large sample
properties. The reason for using large sample properties is that the X
matrix is stochastic and in small samples, |X'X| may be equal to zero
since the X matrix is random. So by using a very large sample, |[X'X|
converges in probability to a nonzero constant or:
plim 1/n (X'X) = Ixx
where Ixx is a (kxk) matrix with |[Exx| # O
Thus one needs a large sample when a stochastic X matrix is present.
This presents no problem here because there are 344 observations in the
sample.

Next, because the X matrix is stochastic, the first two assumptions
need to be modified to conditional expectations.

(6) 1. E(U[X) =0

2. E(UU'|X) = o2I
The most important of these two is the exogeneity restriction: E(U|X) =
0. This says that with a stochastic X matrix, the OLS estimator is
unbiased only if the error terms and the independent variables are
independent of each other. This is a difficult assumption to justify
since the error terms are not observable. So one needs to think about
what sort of things are in the U's and are they independent of the
variables in the X matrix. The error term, U(i), contains all factors
that influence weight gain that are not included in the X matrix. These
factors include genetics, biological differences, etc. It seems likely

that the age of the calf is independent of these factors and thus the
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exogeneity restriction holds.

Another problem with the modified OLS assumptions is that the
assumption E(UU'|X) = o¢2I is too restrictive. This says that the error
terms are homoscedastic and uncorrelated with each other. But some of
the early results indicate that the error terms are not homoscedastic
but heteroscedastic. Therefore, a Generalized Least Squares (GLS)
estimator is more appropriate than an OLS estimator.

In GLS, the assumption E(UU'|X) = ¢2I is modified to E(UU'|X) = o2Q
where @ is a (nxn) positive definite matrix. The GLS estimator for B is
then:

(7) b = (X'Q 1X)-1X'Q"1Y¥
This estimator is unbiased and has minimum variance in its class of
estimators?,

Now a consistent estimator can be developed that is appropriate for
the weight gain model. This estimator has the following assumptions:

1. E(U|X) =0
2. E(UU'|X) = o2Q

3. lim 1/n(X'Q 'X) = Ixx
N

where Exx is a (kxk) matrix and |Exx| # O
Thus, the Generalized Least Squares (GLS) estimator in equation (7) is a
consistent estimator of B or

(8) lim P(|b(GLS) - B|<e) = 1

N-Yeo

- - ——

2 C. Radhakrishna Rao, Linear Statistical Inference and Its
Applications, 2nd Ed. (New York: Joh Wiley & Sons, 1973), pp. 220-230.
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where ¢ is a very small, positive, arbitrary constant.
OR
plim b(GLS) = B
Also in this paper, Q is assumed to be a known, diagonal matrix, whose
value equals w, which is estimated from the sample data.

Another assumption that needs to be made is that the error terms
are normally distributed or
(9) U ~ NID (0, 02Q)

This assumption is needed in order for the test statistics, t and F, to
have the appropriate distributions. 1In this paper, it is appropriate to
make this assumption because the sample size is large and the Central
Limit Theorem concludes that as the sample size becomes large the
variables' distribution becomes approximately normal.

The sample obtained from the Iowa State University Animal Science
Department study originally contained 424 observations, but only 344 of
these observation are used to estimate the weight gain model. The basis
for using a truncated sample is in the experimental design of the Animal
Science study. This design set the length of the calving season to 60
days and any cow that had not given birth near the end of the calving
season was injected with a drug to induce labor. Thus, the calves born
because of the induced labor were slightly premature. These premature
calves caused problems in the variable C(i), age of calf at sale date,
because calves born a week or two early are a week or two older at the
sale date than they should be. To correct this problem, the

observations from the premature calves are dropped from the sample. In
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order to minimize or avoid possible bias in the weight gain estimates
due to nonrandom deletion of observations, observations from the oldest
calves are also deleted. The observations dropped from the original
sample are the calves whose ages are not in a range of plus or minus
twenty days from the mean age at sale date of 247 days. Thus, all

calves in the sample are between 227 and 267 days old at sale date.

Breakeven Model

In order to estimate a breakeven price in equation (3), estimates

for W,(j) and W,(j) must first be obtained from equation (1).

(3a) pp(3) = [Py(3) wy(3) + eM(3)1/wa(3)

These estimates, w,(j) and w,(j), are random variables and thus the
estimated breakeven price, p,(j), is also a random variable.

Since the estimated breakeven price is a random variable, one needs
to determine its sample properties. The distribution of equation (3a),
the breakeven price, is of the form of a ratio of normal random
variables since w,(j) and w,(j) are normal random variables. Therefore,
the distribution of p,(j) does not have finite sample moments. This is
shown by considering a normal random variable X~! with mean yu and
variance ¢2 The first moment of X~1! is:

o -%02(x - u)2

(10) E(X"1) =7 X~1 e
- o V2T

which is not defined. So because no finite sample moments exist, the
estimated breakeven price, p,(j), is a biased estimator; E[p,(j)]#P,(j).

But when the asymptotic properties are considered, it can be shown that



23

pP>(j) is a consistent estimator of P,(j) or

(11) lim P(Ipz(j) = Pz(])l <g) =1
N-%c0

where g is a very small, positive, arbitrary constant.

This is because p,(j) is a continuous function of w,(j) and w,(j) which
are normal random variables with mean of W,(j) and W,(j). So as the
sample size goes to infinity, the values of w,(j) and w,(j) tend toward
W,(j) and W,(j), and p,(j) tends toward P,(j).

Also, since the estimated breakeven price is random, appropriate
confidence intervals are estimated to give information on its
dispersion. This is a little more difficult because p,(j) is derived
from w;(j) and w,(j), which are derived from the estimated coefficients
of equation (1). So a method must be developed to compute the
appropriate confidence intervals.

An approach proposed by E. C. Fieller3® is used to compute the
confidence intervals of the estimated breakeven price. This method uses
equation (3a) by letting R = p,(j), V, = wy(j), and V, = P,(3) w,(]J) +
CM(j) or
(12) R = V,/V,

Thus, this method computes the confidence interval for the ratio V,/V,.
Equation (12) can be rewritten as
(13) V, - RV, = 0

with equation (13) being normally distributed (because w,(j) and w,(j)

_ 3 E. C. Fieller, "The Distribution of the Index in a Normal
Bivariate Population," Biometrika 24 (1932):428-40.
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are normal) with mean of zero and variance of
(14) var(Vv,) + R2Var(V,) - 2R Cov(V,,V,)

The values of the variances and covariance of V, and V, are computed by:

(15) var(v,) = P,(3)2 Var[w,(3)]

(16) Var(v,) = Var[w,(j)]

(17) Cov(V,,V,) = Py(3) Cov[w,(3),wa(3)]

Since the variances and covariance of V, and V, are functions of P,(j),
and w,(j), and w,(j); then the value of equation (14) is computed from
sample data.

Next a t-statistic is developed to use in the estimation of the
confidence interval. In order for this statistic to be a t
distribution, the numerator must have a standard normal distribution and
the denominator a chi-squared distribution. Therefore,

(Vi'sz)

(18) ~ t
/{Var(V,)+R2Var(V,)-2RCov(V,,V,)}  n-k

is distributed as a student's t distribution with (n-k) degrees of
freedom, where (n-k) is the number of degrees of freedom of the t
distribution of V(i)/[Var(i)]. So the a confidence interval of R =
p,(j) is defined by the values of R such that

(Vl--RVz)2

(19) P{ Y<(t y2=1-q
[Var(V, )+R2Var(V,)-2RCov(V,,V,)] 1-a/2

Simplifying equation (19) gives a gquadratic expression for R which is
solved to give the endpoints of the g confidence interval for pa(3).

Rewriting (19) gives

(20)P{R2[V,2-t2Var(V,)]-2R[V,V,~t2 Cov(V,,V,)]+V,2-t2Var(V,)<0}=1-q.
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An example of this procedure is presented in an article by Wayne A.
Fuller4.

The last step that needs to be done is the actual computation of
Vy, V5, and their variances and covariance. These estimates are
obtained from the estimation of equation (1). As discussed previously,
the GLS estimator of B is b = (X'Q 1X) 1X'Q-1¥. The variance-covariance
matrix of the elements of B is computed as
(21) var(b) = s2(X'Q " 1x)"1

where: s2 is the sample variance of the estimated weight gain model
s2 = (Y - ¥b)Q"1(Y -%Xb)'/n-k
which helps determine the variances and covariance of V, and V,.

This paper is using the estimated weight gain model to be able to
predict the weight gain of animals that are subjected to certain
management practices. So GLS is used as a prediction tool. But there
are two types of prediction: individual and mean predictions. A farmer
who has a group of calves is more interested in the mean weight gain
predicted for all of his animals so the mean prediction method is used
in this paper. These mean predictions give the values of w,(j), and
w,(j) and their variances and covariance; and thus the values of V,, V,,
and their variances and covariance.

The mean predictions are obtained from

(22) wg,(j) = X1'b

4 Wayne A. Fuller, "Estimating the Reliability of Quantites Derived
from Empirical Production Functions," Journal of Farm Economics 44, No.
1 (February 1962), 82-99. o
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(23) wg,(j) = ¥2'b

where X1' is a row vector of values of the independent variables if
M(j), the management practice or combination of practices, is not
employed; and X2' is the row vector if M(j) is employed. The variances
and covariance of the predicted means are

(24) var[wg,(j)]=X1'Var(b)X1l=s2X1'(X'Q 1X) X1

(25) Var[wg,(j)]=%X2'Var(b)X2=s2X2'(X'Q 1X) 1X2

(26) Cov[wg,(3),wg,(j)]=X1'Var(b)X2=s2X1'(X'Q 1X) 1X2

The values of w,(j) and w,(j) are obtained from

I

(27) w,(3)

(28) w,(3)

WB(i) + wg,(3)

WB(i) + wg,(3)
where WB(i) equals the weight of the animal at 160 days. Now the values
of V4, V, and their variances and covariance are obtained by using

equations (22) through (28) and known values of P,(j) and CM(j) by

il

(29) vy = Py(3)w,(3) + CM(3)
(30) Vv, = wp(3)

(31) Var(v,)

[}

P,(3)2 Var[wg,(j)]

(32) var(v,)

Var[wg,(3)]
(33) COV(v‘j,:Vz) = P1(j) Cov[wgl(j),wgz(j)]
Then the values of equations (29) through (33) are substituted into

equation (20) to obtain the confidence interval for p,(j).
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RESULTS

Weight Gain Model

To obtain estimates of the effects of different management
practices upon weight gain, a modified version of equation (1) is
statistically estimated. Equation (1) is modified because some of the
early results indicated that several additional variables should be

included in the model. These additional variables are:

H(i) = 1 if the ith animal is horned
= 0 if the ith animal is polled
WB(i) = weight of ith animal at 160 days (Sept. 23)

WBM(i)= interaction between weight of ith animal at 160 days and
medium size group
= WB(i) * M(i)

= WB(i) if M(i) =1

I

0 otherwise

The horn variable, H(i), is included because the dehorning-castration
variable, DC(i), may not be picking up the entire effect that dehorning
has on weight gain. This is because only 30% of the calves in the
Animal Science study were horned, so not all of the calves castrated 28
days before weaning were also dehorned. Thus, not all of the calves
that are assigned a DC(i)=1 value are subjected to the same stress
level. The variables WB(i) and WBM(i) are included because some of the
early results found these variables to be statistically significant.

Thus, the final specification of the weight gain model is:
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(la) WG = B, + ByRP(1) + B,¥2(i) + Ba¥3(i) + B4CR(i) + BgW(i) + BeH(i)
+ B,DC(1) + BgV(i) + BoM(1i) + B,oL(i) + By D(i) + B,,C(i) + B;3CRRP(i) +
Bys CRW(1i) + B,sCRDC(i) + B,gCRV(i) + B,,CRD(i) + B,gWDC(i) + B,gWV(i) +
BooWD(i) + Bo, DCV(i) + B,,WB(i) + BogWBM(i) + U(i)

At this point, it is appropriate to digress a little from reporting
the results to help the reader understand how the results are obtained.
As mentioned earlier, this paper concludes that a GLS estimation
procedure is appropriate for the weight gain model. But this is not the
original hypothesis about the model. The early results, which are the
basis of the model modification, are obtained from an OLS estimation
procedure. It is the use of these OLS results that lead to the
assumption of heteroscedasticity and the use of GLS as the appropriate
estimation procedure. To allow the reader to compare the results
obtained from OLS, with the assumption of homoscedasticity, to GLS, with
the assumption of heteroscedasticity, the results of estimating equation
(la) by OLS are listed in Table 5 (the standard errors are in
parentheses below the estimated coefficients).

As mentioned in the previous paragraph, the early OLS results lead
to the assumption of heteroscedasticity. This conclusion is obtained
from performing a residual analysis on the full model estimated by OLS.
A residual analysis plots the residuals from the estimated model against
the independent and dependent variables to see if the assumptions of the
statistical model hold. 1In this case, the guestion is does the OLS
assumptions hold? 1In the residual analysis, the plot of the residuals

against CR(i), creep feeding, suggested that the OLS assumption of
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TABLE 5. OLS Results

KA Kkhkk Akk

WG = 172.076 - 11.881RP - 6.058Y2 + 2.274¥3 + 50.684CR
(48.822) (4.770) (4.466) (4.264) (10.257)

*Ahk AKAKX *

+ 4.024W - 10.331H - 18.498DC - 13.061V - 37.544M
(9.578) (3.928) (6.788) (6.909) (24.400)

KAk Fkx

+ 18.773L + 0.971D - 0.202C - 2.449CRRP - 28.237CRW
(4.864) (1.044) (0.190) (6.738) (6.751)

KAK

+ 2.943CRDC + 5.192CRV - 0.992CRD + 21.320WDC
(6.833) (6.762) (1.194) (6.787)

* *

+ 11.396WV - 1.219WD + 0.769DCV + 0.059WB + 0.112WBM + e(i)
(6.771) (1.188) (6.731) (0.043) (0.063)

s2 = 963.943

e(i) = residual

* significant at .10 level
*%*% gignificant at .01 level

homoscedasticity did not hold. In the eco